
CASE STUDY: Responsible AI

COVID-19
Community Mobility Repo�s

The Project
During the COVID-19 pandemic, public o�cials have stated that seeing aggregated trends in
mobility could help them make critical decisions to combat the spread of COVID-19. The
COVID-19 Community Mobility Repo�s provide insights into how mobility changes over time,
which can help inform policies and research aimed at �ghting the spread of COVID-19.

Google has strict Privacy and Security Principles, and we incorporate these principles into all
our work and as we develop AI technologies (AI Principle #5). In developing the Covid Mobility
Repo�s, we wanted to ensure that no personal data, such as an individual’s location, contacts
or movement, is made available at any point. This approach is similar to how Google Maps uses
aggregated, anonymized data to show how busy ce�ain types of places are at a speci�c time.

The repo�s show movement trends over time by geography, across di�erent categories of
places such as retail and recreation, groceries and pharmacies, parks, transit stations,
workplaces, and residential. The repo�s display the percentage point increase or decrease in
visits, but do not share the numerical value of visits to any pa�icular location. These repo�s



are intended to help suppo� decisions about how to manage the COVID-19 pandemic, such as
social distancing measures and lockdown restrictions. Understanding not only whether people
are traveling, but also the trends in destinations and movement over time, can help o�cials
design guidance to protect the needs of the communities while upholding public health best
practices and standards. This is an example of how our work can be socially bene�cial (AI
Principle #1).

These repo�s show trends over several weeks compared to a local baseline.  Because these
repo�s re�ect real-life human mobility, which, by nature, is always in �ux, it is impo�ant to note
that repo�s are not designed to be permanent. Given the sensitivity of mobility data, we
commi�ed to making these repo�s available for a limited time.

The Approach
By using aggregated, anonymized data, the repo�s are designed to ensure that no personal
data, such as an individual’s location, movement, or contacts, can be derived from the resulting
metrics. This is done using di�erential privacy, the same world-class anonymization technology
that is used in Google products every day.

The repo�s are created with aggregated, anonymized sets of data from users who have
turned on the Location History se�ing, which is o� by default. People who have Location
History turned on can choose to turn the se�ing o� at any time from their Google account.

The data was queried using Google’s open-source di�erential privacy library, which adds noise
to protect each metric with di�erential privacy. Metrics on daily visits to public places,
residential metrics, and workplace metrics are all calculated di�erentially.  All the metrics are
aggregated per day and per geographic area. These metrics are then used to identify the
percentage changes in relation to the day of the week that was published in the repo�s. If
metrics are unreliable or are coming from a geographic region that might be too small to
maintain privacy protections, they are discarded.

The Outcome
Data is powe�ul and has the potential to help public health o�cials make more informed
decisions that can ultimately save lives. The team generating these repo�s stayed in alignment
with Google’s AI Principles, by extensive use of privacy-protecting techniques as outlined in
this technical paper. The repo� has been referenced in over 2,000 research papers. In fact, the
CDC added metrics from the repo�s to their o�cial dashboards. They are using the
"Workplaces", "Retail and recreation" and "Transit" categories. Google received the 2021 FPF
Award for Research Data Stewardship in recognition of commitment to privacy and ethics that



was made in producing, aggregating, and anonymizing these publicly available Community
Mobility Repo�s.

About Google’s AI Principles
In 2018, Google published our AI Principles to help guide ethical development and use of the technology. Our objectives: 1. Be socially beneficial. 2. Avoid creating or reinforcing
unfair bias. 3. Be built and tested for safety. 4. Be accountable to people. 5. Incorporate privacy design principles. 6. Uphold high standards of scientific excellence. 7.Be made
available for use in accord with these principles. In addition to the above objectives, we will not design or deploy AI in the following application areas: 1. Technologies that cause
or are likely to cause overall harm. Where there is a material risk of harm, we will proceed only where we believe that the benefits substantially outweigh the risks, and will
incorporate appropriate safety constraints. 2. Weapons or other technologies whose principal purpose or implementation is to cause or directly facilitate injury to people. 3.
Technologies that gather or use information for surveillance violating internationally accepted norms. 4. Technologies whose purpose contravenes widely accepted principles of
international law and human rights. As our experience in this space deepens, this list may evolve.
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